





Codebook Correlation: Automated Root Cause and Effects Analysis of Network Problems





We automate real-time  fault and performance management


The root cause of many events, not of a single event





Keeping Pace With Network Complexity


As information networks continue to increase in size and complexity, the challenge of maintaining network availability and performance also is rising.  For network managers employing first generation management systems, simply collecting and filtering data and events on managed devices comprising an organization’s LANs and WANs is no longer enough.





As corporate networks extend their reach both within and beyond the organization’s walls, the number of devices managed and their interrelationships is increasing exponentially—as is the difficulty of identifying fault and performance problems in real-time.  Any network manager can attest that fixing a problem is relatively easy, once it has been diagnosed. The difficulty lies in locating the root cause of the many symptoms that appear when problems begin to brew.  In fact, an estimated 80 percent of network downtime is attributable to time spent locating the source of a problem.





In any mission-critical business system, time is money.  As network availability and performance become even more closely linked to overall organizational performance and profitability, any unscheduled downtime flows directly and negatively to the bottom line.  The need for tools that enable fast and accurate diagnosis of network failures and performance becomes ever more acute.





This white paper discusses the importance of real-time network analysis in managing network availability and performance.  It examines the role of real-time network analysis in identifying root causes problems and their effects, and compares two methodologies—rules-based and codebook—for problem diagnosis. This paper offers a compelling case for the benefits of codebook methodology as the superior approach *** too much propaganda for a white paper ***, and discusses how this methodology is utilized in SMARTS InCharge product suite to automate real-time fault and performance management.





The Needle in the Networked Haystack


Consider the network example in Figure 1—a small fraction [segment has technical connotations] of a typical IT system.  A client in New York interacting with a database server in California. Consider the following problem scenario: noise in the physical link connecting routers C and D can cause loss of packets routed over the C-D link.  This problem spreads to attached routers, and to the TCP connections layered over them, slowing down the TCP connections, which in turn, may cause database transactions to time out.  Other problems which can cause the client to percieve performance degradation can originate in the client machine, the server machine, the New York or California LANs, the service provider’s router backbone, the telephone companies linking either location to their backbones, or even too many clients bombarding the database server with requests.  





These events illustrate several basic facts concerning diagnosing problems in large networks:


A problem’s symptoms can propagate to elements far from the source of the problems. A problem in the physical link propagated all the way to the application layer.


A single problem can create numerous symptoms in multiple domains: The database domain experiences performance problems, and routers incur packet losses.


Some problems show symptoms in the element where they originate: Noise in the physical link can be indistinguishable from normal operations.  To identify these problems, events in several related elements must be correlated. 





IT organizations deploy a variety of management products to help manage this type of situation.  Many prodcuts provide  operational information on network, systems, and application elements. The problem, however,  is not the availability of data.  Cisco SNMP MIBs, for example, cover more than 7,000 variables, while Bay provides more than 6,800 traps for each of their devices.  And operating system and database smart agents provide detailed operational data.  





Network management systems such as HP OpenView, Tivoli TME and CA Unicenter will consolidate and display this raw data, but a single event may trigger dozens or even hundreds of entries on a console. And since these systems provide limited analysis capabilities, the task of sorting through these huge event logs to pinpoint root cause problems and identify their effects is left to managers who cannot keep pace with event streams generated by a typical large network.  As a result, when the network experiences problems, it takes a long process of trial and error to locate the problem that needs fixing.











Rising Complexity, Rising Costs


The task also is expensive, in terms of the cost to businesses.  As the importance of networks has grown in step with their complexity, the cost of downtime has grown by a factor of six since 1994.  Infonetics Research estimates lost revenue due to downtime at $7,500 per user per year, while First Albany Meta Research pegs the cost of downtime for a large brokerage firm at $107,500 per minute.  When you consider—according to Northeast Consulting Resources—that 80 percent of downtime is spent on average locating the network problem, it becomes painfully clear that organizations must find a way to accelerate analysis of performance problems to manage complex networks effectively.





Root Cause Analysis


A fundamental principle of root cause analysis is that every problem creates a unique signature --a chain of events triggered across various interconnected elements of the network that will, if properly analyzed, lead to the network element causing the problem, and the particular problem that it incurred.  We refer to the ability to correlate these events within the element, across related elements and across network management domains as cross-object correlation.  Cross-object correlation is a complex task not previously automated, because it requires a clear understanding of the problem behaviors of each different class of element, as well as a  comprehensive picture of the network topology, i.e., the relationships among managed elements in each domain and across domains.





Rules-based Correlation Methodology


Rules-based correlation methodology employs a bottom up approach to problem diagnosis.  It begins by listing all the possible events that the managed elements can emit, and proceeds to develop a set of “if-then” rules to process these events into more meaningful information. 





While a rules-based approach is intuitive and allows users to specify cause-effect knowledge, developing a practical rules-based knowledge system for managing large networks is inherently difficult, for several reasons:


Rules must be developed, or written, for a vast range of events that could conceivably occur in a large network consisting of hundreds, maybe even thousands, of objects.  Because of the myriad interrelationships among elements in such a system, the number of rules that must be written is exponential to the number of elements.


The dynamic nature of networks also presents challenges to network managers.  As new users, nodes, machines, applications, and other elements are added to the network, old rules must be discarded and new rules must be written to accommodate the new conditions and altered interrelationships among elements. Because of the dynamic nature of large networks, full-time development staffs must be maintained just to keep pace with new rule requirements.  


Rules-based systems are inevitably slow because all rules in which an event appears must be searched for and executed every time that event occurs.


Accuracy also is an issue.  A single lost or missed event could point rules execution down the wrong path--for example, to another  eleemnt instead of the one with the true root cause.








In short, a rules-based approach attempts to apply simple solutions to very complex problems and, while the use of rules-based technology may appear promising, in reality it is effective only on small, static systems.  A rules-based approach may enhance the ability to analyze events limited to the scope of an element, but,  cannot support the analytical process required to identify the root cause when the root cause is in a different element..  In effect, automation based on rules-based approaches without root cause analysis can only perform the following automated responses: alert managers to the need for diagnosis.    





Codebook Methodology--a Top-down Approach


In comparison, codebook methodology employs a top-down approach to real-time network analysis.  The starting point for codebook methodology is the root cause problems that can affect network availability and performance; Codebook Methodology then proceeds to identify the symptoms that indicate these problems. 





This approach has many advantages.


First, it starts from the goal, and then determines how to reach it.  By focusing on the critical problems, it ensures that all these critical problems will be diagnosed.  


By proceeding to then identify the symptoms that indicate these critical problems, it focuses monitoring only on data and events required for this analysis.  Since there are massive amounts of data out there, e.g., thousands of MIB variables and  traps for each managed device, having a methodology that identifies the subset of data that is relevant is extremely valuable. Typically,  a small subset of the available data suffices to diagnose all critical problems.  Thus, there is lots of data available that need not be processed by InCharge, because it doesn’t help diagnose the critical problems.


Codebook Technology


Codebook Technology is the technology for diagnosing root cause problems and identify their effects that supports Codebook Methodology. 





Underlying codebook technology is a simple fact: the set of symptoms caused by a problem can uniquely identify that problem. This is how people ultimately perform analysis in their heads. If 2 problems cause the exact same set of symptoms, these problems are indistinguishable by any means. 





Codebook Technology treats the symptoms caused by a problem as a unique signature of the problem.  When events occur, they are compared against problem signatures to find the closest match.





In a networked system, a problem causes many symptom events--local symptoms in the element where the problem originates as well as symptoms propagated to other, related objects in the network. The challenge in applying Codebook Technology is to find an automated process to compute the signature of a problem in the given topology. 





Object-Oriented Correlation Modeling





We mentioned earlier that the starting point for Codebook Methodology is identifying the root cause problems that can affect network availability and performance. Codebook Methodology applies object-oriented design and analysis to capture this information. 





Once problems are identified, the next step is to identify the classes of components in which these problems originate. An object-oriented correlation modeling (OOCM) tool is used to model problem behaviors at the component class level, producing a series of reusable object models for each type of managed element in the network.  





Each OOCM class represents the diagnostic properties of a single type of managed element, such as a router, server or web application.  The OOCM class model extends traditional class models by adding attributes such as events associated with the class, relationships between elements of the class and other elements, problems typical of class elements, local effects of each problem, and propagated effects of each problem that affect related objects.


 


The motivation for capturing this information in classes is that class models are reusable--they capture only fixed problem  behaviors of the managed element, regardless of the topology of the networked system--enabling them to be applied to any networked system containing elements of the class.  





Using these models, a fast, simple computation of transitive closure can be performed to automatically compute the cause-effect relationships between problems and symptoms based on the current elements in the network and what classes they belong to, and the network’s topology, or interrelationship of the elements.  This computation produces the problem signatures for the codebook. Equally important, new cause-effect relationships can be re-computed quickly whenever network topology changes.





As a result, a Codebook, i.e., the set of characteristic problem signatures can be produced in real-time for each managed network element.  Moreover, the Codebook can be easily and rapidly updated in real-time.





The same technique used to compute problem signatures is used to compute the effects of a problem.  The distinction between effects and symptoms is that symptoms are used as input to the correlation process – whereas effects are output of the computation. *** we may want to put the discussion of effects in its own section ***





Codebook Correlation





In Codebook Correlation, the real-time event stream is matched to pre-computed problem signatures in the Codebook.   If there is only one close match between the event stream and a problem signature, the problem has been diagnosed.  If there are several close matches, the corresponding problems are diagnosed, specifying a lesser, although still high degree of certainty.  Because this analysis requires only comparison of the event streams to the problem signatures, monitoring overhead is minimal--each problem signature comprises only a few unique events that can be caused only by a particular problem within a particular networked element.





Codebook Reduction


The ability to diagnose root problems requires only that problem signatures be unique.  However, because of the massive amounts of operational data about managed elements, often signatures will contain many redundant symptoms.  That is, even if these symptoms are removed, i.e., ignored in correlation, the remaining symptoms suffice to provide a unique signature for each problem.  





Codebook makes use of symptom redundancy in 2 ways: improving performance and reducing sensitivity to noise.





Removing redundancy leads to fewer symptoms being monitored. This redcues management overhead, as less resources (cpu, network bandwidth) are spent on monioting and correlationg.  On the other hand, leaving in at least some redundancy helps compensate for lost or delayed symptoms, or unexpected symptoms.  If these is enough redundnacy in the codebook, accurate diagnosis can be reached even with incomplete data.





Advantages of Codebook-based Over Rules-based Approaches





Many products claim to perform “event correlation.”  Some use it to refer to simple consolidation of events from disparate sources to a single console, which may result in hundreds or even thousands of events being displayed.  Other products may take consolidation a step farther by filtering out non-critical events, duplicate events, etc.  





However, true event correlation requires in-depth, automated cause/effect analysis of events to identify the root cause--an essential requirement for self-healing network technology.  Only Codebook Correlation combines consolidation of events with sophisticated, in-depth analysis to zero in on the exact root cause of a network problem.





The advantages of codebook methodology are clear in several areas:


Reusability--objects-oriented class models are infinitely reusable no matter what network the elements are located in.


Automatic computation of correlation logic--automating the task of identifying each problem signature and optimizing the list eliminates programming costs associated with a rules-based approach.


Automatic adaptation to network changes--since the codebook is automatically computed, it automatically adapts to changing network topology affecting correlation rules. The need to reprogram rules--and the cost--is eliminated.


High-speed, real-time resolution--the speed and accuracy of codebook correlation allows real-time cause/effect analysis, enabling proactive network management and resulting in far great system availability and performance.


Accuracy--because problem signatures do not need to see a complete event stream to identify the closest problem signature, a codebook-based product is more accurate and tolerant of lost or delayed alarms.





*** begin  advantages ***


Correlation of data and events across elements in different  domains


E.g., network, system, application


Automatic real-time adaptation to the managed network 


Accurate root cause and effects analysis


Can pinpoint root cause problems even with incomplete information


Can pinpoint problems to elements that are not even monitored


High speed performance


Sustains 700+ events/sec, and burst rates of 20,000+ events/sec


Efficient use of network bandwidth


Monitors the minimal amount of data and events required for diagnosis





Lets summarize the unique advantages of the next generation real-time network analysis technology, Codebook correlation: 


(Note: these are advantages of the InCharge System due to its reliance on codebook technology; not every InCharge application leverages them all)


1. Can correlate data and events across elements in different  domains; Because Codebook is unique in tracking relationships between elements, whether they are in the same or in different management domains, InCharge can correlate network, system and application events as it does in Service Impact Manager.  


2. It can do cross-element correlation even when relationships change dynamically, because the codebook gets automatically computed in real-time from current topology.


3.a Because there is usually a lot of redundant information in symptoms, (recall the huge amount of data and traps  of MIBs), Codebook can conclude the right problem  even if some symptoms fail to appear. There are usually enough other symptoms to make the signature unique. 


3.B Codebook can pinpoint the root cause to a element that is not monitored, and therefore shows no direct symptoms, because it uses problem signatures (which contain propagated symptoms) to identify problems.  As in medicine, if you see all the external symptoms of liver disease, you can conclude the disease without opening the liver to examine it.


4. Because correlation is just a fast match between observed symptoms and problem signatures, and requires no rules execution, it is order of magnitude faster than competitors. In steady state, it can continuously process 700+ events/sec; in event storms, it can handle 20,000+ events/sec.


Efficient use of network bandwidth: Codebook methodology starts from the problems and selects the symptoms required to diagnose them, which are typically only a small fraction of the available data. Codebook reduction further reduces the amount of data & events to monitor.





*** end advantages ***





The Benefits of Codebook Methodology


Codebook correlation offers a number of distinct, quantifiable benefits:


Lower overhead--programming costs are eliminated, and managers save countless hours of time spent filtering and eliminating irrelevant events by reducing signatures to an optimized code list.


Greater accuracy--an optimized codebook enables managers to utilize a comparatively small table of problem signatures to zero in on the exact root cause quickly, often before system users detect a problem.


Scalability--an object-oriented approach enables reuse of problem signatures for devices, no matter where they are located.  As the network changes in size and scope, applying codebook-based products in conjunction with network topology data from the network management product automatically updates the list of problem signatures, incorporating new information about interrelationships essential for fast, accurate root cause analysis.  Multiple codebook-based products also may be linked from various points within the enterprise network to provide an end-to-end system.


Probalistic results--codebook reduction automatically determines whether there are sufficient symptoms to distinguish among problems.  Otherwise, processing would continue indefinitely as the system attempts to narrow diagnosis to a single event.


Faster definitive problem identification--the ability to quickly correlate an event to its unique problem signature can increase the speed of root cause analysis by as much as a factor of 10.





*** begin benefits ***


The Business Benefits of using Codebook technology


The network is your business!


High Availability and Performance of Business Critical Processes


Automated root cause and effects analysis improves availability and performance


Low Total Cost of Ownership


Wide range of out-of-the-box applications 


Out-of-the-box applications are development-free


All applications are maintenance-free


Fast Return On Investment


Reduce cost of downtime by diagnosing and resolving problems before they impact your business





When the network is your business, as it is with most information-based businesses today, real-time network analysis provides substantial business benefits. With the InCharge System and its out of the box applications, your business gains:


High Availability and Better Performance of Business Critical Processes


Automated root cause and effects analysis reduces down time and performance problems. According to Gartner Group these costs include but are not limited to:


1.)Revenue: Direct loss, lost future revenues, compensatory payments, contractual obligations, billing losses and investment losses  2.)Productivity: Number of employees impacted by downtime times number of hours down times burdened hourly rate 3.)Damaged Reputation: Customers, suppliers, financial markets, banks and business partners 4.) Financial Performance: Revenue recognition, inventory, lost discounts, payment guarantees,credit rating and stock prices 5.) Other Expenses: Litigation, temporary employees, equipment rental, overtime costs, addition a shipping costs and travel expenses 


Fast Return On Investment


The InCharge patented Codebook technology and its out of the box series of applications diagnose problems, allowing you to resolve them  before they impact your business. How much does a minute of downtime cost your organization? If InCharge can reduce the amount of downtime by N minutes, it will have paid for itself. 


Low Total Cost of Ownership


Development-free with the IC Out of the box applications


Maintenance-free with the patented Codebook technology


Wide range of out-of-the-box applications, including IPFM, SNMP and SIM





*** end benefits ***





Moving Toward Self-healing Networks With InCharge


InCharge from System Management Arts, Inc. (SMARTS), offers network managers a powerful  solution for root cause and effects analysis in complex networked systems.





Codebook is a sophisticated, patented technology foundation that delivers a series of easy-to-use, out-of-the-box applications for network and element management that:


Automatically diagnose the root cause of network, system and application problems.


Interpret problem impacts on the organization’s IT infrastructure and critical business processes.


Adapt dynamically to changing customer networks.


Responds quickly to network problems.


Insulates users from topology or configuration changes.





In short, *** why ???****InCharge provides the technology foundation for building self-healing enterprise networks.





Codebook Patents 


InCharge employs two patented technologies--codebook correlation and object-oriented diagnostic modeling--to create the system required for automatic identification of critical events and symptoms. 





InCharge’s codebook methodology removes the task of identifying networked objects and writing rules by supplying a ready-made table of signature event codes for key networked objects including MIB2, Cisco and Bay Routers, along with ________________________.  





InCharge in Action


*** replace this whole section  with slides 24-36 ***


InCharge’s codebook correlation capabilities are demonstrated in the following example.





(Fig 4:  T-3/T-1/PVC)


In Figure 4, a network consists of T-3 (45 Mbps) links partitioned into T-1 links.  Each Permanent Virtual Circuit (PVC) is a point-to-point, dedicated connection leased by the customer to connect two sites.  The telco assigns each PVC to one or more T-1 links, which in turn run over one or more T-3 links.  As a result, a T-3 failure may affect several T-1 links, which in turn could affect several PVCs.





InCharge’s object-oriented class models capture key events for each of the networked elements--PVCs, T-1s and T-3s--in models.  The topology adapters gathers network topology data from the network management system and feeds it to the Domain Manager repository, which produces the codebook of events to be monitored.





Suppose that a T-3 link failure occurs.  InCharge utilizes it’s patented codebook correlation technology to compute an narrow, optimized codebook from the models and topology data, shown in Figure 5.  





(Fig 5:  Optimized codebook diagram)





Each column represents a root cause problem, and each row represents a system.  Note that in row #3, which represents T-1D alarms, there is a 1 in the 4th column, which indicates T-3 #7 failure.  The 1 indicates that a T-1D alarm will be triggered when a T-3 #7 fails--a 0 indicates no alarm has occurred.





The secret to InCharge’s speed and accuracy is comparing events to pre-computed codes--a minimized list of symptoms that need to be monitored and analyzed.  This optimized codebook (Figure 6) shows how InCharge narrows redundant systems to quickly determine the root cause.  In this example, only a subset of PVC alarms is required to distinguish among T-3 failures.  Note that InCharge codebook correlation  is extremely tolerant of false alarms, or noise, and can be tuned to the desired degree of noise tolerance by increasing or decreasing the number of symptoms that are monitored.





(Fig 7:  GUI)


Events are displayed on the InCharge GUI or network management product console, shown in Figure 7.  The GUI, which runs from anywhere in the network and on any platform, displays a list of all monitored events on the bottom portion of the GUI screen.  At the top, InCharge indicates the root cause of the failure--occurring in T-3 #7.  





This analysis and the display of the root cause takes place in a matter of seconds.





InCharge’s patented codebook methodology and technology, and its top-down approach, make it the only product capable of system-wide identification of root causes and their effect on other networked elements.





(Fig 8:  Event Manager GUI)


InCharge users also can navigate cause-and-effect relationships through Element Managers (Figure 8), which allow managers to drill down on individual managed elements.  Double-clicking on an element produces a list of attributes, events and relationships.  Users also can double-click on a symptom to display possible causes and highlight those that are inactive. 





Immediate, Quantifiable Benefits


Only InCharge offers the full benefits of codebook correlation technology for root cause analysis:


An out-of-the-box solution that installs and runs with no rules to write, diagnosing root cause problems automatically.


Automated computation and update of correlation logic when the network changes--there are no rules to write or maintain as the network environment changes.


Blazing fast performance, with problem diagnosis in seconds, often before performance is impact is felt.  InCharge sustains high event rates without losing an event, at burst rates of 20 kb per second or greater.


Codebook correlation that maintains problem signatures, so InCharge is highly accurate even with lost or false alarms.


A recursive client/server architecture that provides infinite scalability, to grow in step with the network.


Cross-correlation of network, system and application data and events, providing an end-to-end, enterprise-wide solution.





Conclusion


The need for self-healing network management technology increases in urgency, in step with the growth of enterprise networks, the rising costs of network management, and the pronounced business risks of poor network performance.





Simple solutions applied to complex problems simply will not work to the degree necessary to guarantee availability, service levels and overall network performance.  Solutions are required that apply sophisticated modeling and analysis to rapidly pinpoint problems, so network managers can focus on proactive management practices.





In sharp contrast to rules-based correlation methodologies and technologies, only codebook methodology and technology offers managers a fast, accurate and targeted approach to identifying root causes of network problems.  And only InCharge, from SMARTS, utilizes codebook diagnostic technology to solve complex performance problems, enable faster problem resolution, and enable higher network and system availability across the enterprise.
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